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Abstract. eScience research, in computer science, concerns the development of
tools, models and techniques to help scientists from other domains to develop
their own research. One problem which is common to all is concerned with
management of heterogeneous data offering multiple interaction possibilities.
This paper presents a proposal to help solve this problem, tailored to wireless
sensor data – an important data source in eScience. This proposal is illustrated
with a case study.

1. Introduction
Wireless Sensor Networks (WSN) [Akyildiz et al. 2002] are a special kind of ad hoc net-
work, composed of a huge amount of small nodes with low processing capacity, limi-
ted power source, high mobility and high probability of failures (communication, power,
and/or node failures) than other kinds of networks. Nodes potentially have different types
and functionalities and monitor a large scale of physical and environmental variables (e.g.
temperature, humidity, luminosity).

WSNs allow the acquisition of data in difficult conditions, for a wide range of
spatial and temporal resolutions and scales. The sensors can be intimately connected with
the observed phenomena, being kept active during a long time. For example, they allow
detection of an animal triggering an action, or the measurement of the temperature of a
volcano.

The possibility of monitoring many phenomena, in various temporal and spatial
scales, can produce a large volume of heterogeneous data. Heterogeneity and volume
of data, combined with heterogeneity in user requirements, pose many problems. The
storage, retrieval and visualization of data in this kind of setting is a challenge which is
associated with one of the grand challenges in computer science defined by the Brazilian
Computer Society – Management of large multimedia data volumes [Medeiros 2008].

The goal of this work is to contribute towards solving this challenge, by proposing
a practical way of storing and publishing sensor data, making possible the extraction of
information by different types of users. Each kind of user profile can determine their
special needs, defining what they want from the available data allowing the extraction of
relevant information.

This work is related with ongoing research on the management of sensor data
in eScience – in particular, for biodiversity and environmental studies. We present our



proposal by means of a case study of management of environmental data in an application
related to agriculture.

The rest of this paper is organized in the following sections: a brief overview of
WSN data management (section 2), section 3 presents our approach, section 4 discusses
our case study and finally section 5 concludes the paper.

2. Related work
Different types of systems are being proposed and deployed to support scientists’ work
in many research areas. Biodiversity systems are an example of this type of system to
support the work of biologists. Examples are studies in ecology or environmental mon-
itoring. On closed environments, sensor networks are being used in scientific studies
concerning health (e.g. patient monitoring) or chemistry (experiment monitoring) – see
[Hey et al. 2009].

There are countless initiatives concerning WSN data management, that
range from network configuration and energy management to data processing
and publication [Nakamura et al. 2007, Huang et al. 2007, Zhao and Gurusamy 2008,
Pantazis et al. 2009]. This paper is concerned with solutions that support the latter stage
– i.e., once data are collected, how to provide flexible mechanisms to forward data to be
processed and published, hiding low-level details. Our choice of related work reflects
this, concentrating on architectures for sensor data management and publication.

Many solutions were proposed to overcome the heterogeneity problem of sensor
data management. Chu et. al. [Chu et al. 2006] created an architecture called NICTA
Open Sensor Web Architecture (NOSA) which combines a Service Oriented Architecture
and WSNs using the services specified in the Sensor Web Enablement [OGC 2010] from
the OpenGIS Consortium. Figure 1 shows NOSA and its components. There are 4 layers:
Sensor Fabric, Application Services, Application Development and Applications. The
first layer deals with sensors and their emulation/simulation, the second is composed by
services that support network management, the third provides the APIs, tools and confi-
guration and the last has the applications that use the sensor data.

In NOSA, sensor data are always processed by entities external to the sensor net-
work. This can be an advantage in scenarios where the deployment and maintenance of
the sensors are easy. These scenarios consider that sensors will only sense and send data,
without any processing, which consumes more power (most expensive activity in face of
power consumption) [Akyildiz et al. 2002]. However, in specific scenarios, it could be
more appropriate to use WSN pre-processing capacity before actually sending data. Ano-
ther disadvantage is that one application that wants to use the same implemented request
code from another application doesn’t have the ability to do it in a friendly way.

Pastorello Jr [Pastorello Jr et al. 2007] dealt with the problem of production and
management of WSN data through a framework that uses software components called
Digital Content Components [Santanchè and Medeiros 2007] and scientific workflows to
provide management facilities and easy access to the sensor data. Unlike NOSA, this
work does not consider the OpenGIS Consortium standards for WSNs. However, it has
some advantages such as flexibility, letting open the possibilities for development of new
components for access and management of sensors, regardless of the sensors’ implemen-
tation and technology.



Figure 1. NICTA Open Sensor Web Architecture. Source: [Chu et al. 2006]

Global Sensor Networks (GSN) [Aberer et al. 2007] is a platform developed in
Java that provides an infrastructure for the integration of technologies of heterogeneous
sensor networks using a set of abstractions and XML. GSN has the advantage of facili-
tating the WSNs deployment when it hides its implementation details, but it also hides
platform specific parameters that can make each deployment flexible.

The problems faced by these proposals range from a micro perspective (a large
amount of sensors in a single network) to a macro one (between WSNs and between them
and the Web). Pastorello Jr proposed components and workflows to deal with the hetero-
geneity problem. GSN was proposed as an infrastructure to overcome some deployment
problems using XML and abstractions implemented in Java. NOSA encapsulates the
operations in a software layer that uses the Sensor Web Enablement standards and grid
computing to provide a middleware that provides services that overrides sensors’ imple-
mentation complexity.

In these and other efforts, the idea is to provide several layers of isolation between
the sensor networks and the users. Then, one can customize and develop each layer and
concentrate on the solution of a few problems at a time. As will be seen in the next section,
our proposal combines features from the reviewed papers.

3. Proposed Solution

The solution used in our work is based on two aspects:

• Web services – to provide interoperability between applications, WSNs, data
servers and user applications;
• Components – to support reuse and loose coupling.

Figure 2 gives a high level view of our proposal. It has three main components (or
layers): WSNs (on the left), data servers (on the right), and user applications. Data com-
munication among components is supported by Web Services. Specific functionalities are



Figure 2. Architecture of the solution.

implemented by software components. Each WSN has a client responsible for running a
Data Load service and sending the raw data to the server.

The data server implements two Web Services: a Receive service and a Publication
service. The Receive service formats the data received from Data Load into standard
tuples, and stores them in a database. The Publication service publishes basic methods
that execute SQL queries on the database.

User requests are treated the following way. Distinct query parameters and vi-
sualization requests are implemented as components that invoke the Publication service.
Storage and visualization thus follow two independent pipelines. In the “push” pipeline,
Data Load pushes data into the Receive service. In the “pull” pipeline, components re-
quest data from the Publication service.

This solution has the following advantages. First, it takes advantage of Web Ser-
vices to provide access interoperability. Second, since it is based on components, it is
extensible – for instance, components can also be developed at the WSN client side to
preprocess the data, but also (as in our case) at the server side to integrate and customize
data according to distinct application requirements. Also, different servers can be installed
to support, for instance, distinct needs or to integrate data from different networks.

The use of software components makes possible the development of user-specific
components to access and visualize WSN data. This is shown in Figure 3 where we have
distinct components for accessing and visualizing data, separating this in a Model-View-
Controller pattern [Krasner and Pope 1988]. With this approach, one access component
can be used by many visualization components and also one visualization component can
make use of many access components.

In order to provide a first prototype for visualization of sensor data, we used the
FLAVOR framework [Koga et al. 2007]. FLAVOR was developed to support flexible
design and construction of software components to visualize measurements of network
traffic. We point out that such measurements can be treated as time series – and thus
FLAVOR was used to visualize our sensor measurements. As new requirements for other
functionalities for accessing and visualizing WSN data appear, FLAVOR may need to be



Figure 3. Components to request published data and visualize it.

progressively extended.

Our solution combines aspects from NOSA and Pastorello’s work (see section 2).
From the latter, it adopts the philosophy of components to encapsulate functionality and
increase modularity. From NOSA, it uses aspects of publication using Web Services,
thereby increasing interoperability. Moreover, we treat the heterogeneity problem at the
storage level, standardizing the format to store sensor data. Thus, the role of components
is to provide distinct visualization formats, including simultaneous views of multiple sen-
sors.

Another point that has to be mentioned is that since our infrastructure uses OSGi as
the software component standard, we can add new components at execution time (without
the need of restarting the application environment). For instance we can add new func-
tionalities at the WSN client, preprocessing the data before sending it to the data server.
This new functionality can be added seamlessly by just installing a new component at the
WSN client, without the need of stopping and restarting the application and without the
need of interrupting the data flow from the WSN to the data server.

Our solution also provides flexibility for multiple kinds of queries – e.g., involving
aggregation, interpolations or transformations. There are two ways of doing that: adding
new methods at the Publication service or implementing new components at the user
application level. The former is done by adding new methods to the service that will map
to the PostgreSQL queries. The latter can be implemented as a chain of components that
implement such functions on top of basic invocations of the Publication service (i.e., our
solution differs from others, since instead of changing the service we add components).
In such a case, a request for an aggregation over a period of time for “n” temperature
measurements can be translated into an execution of a sequence of components – the first
component will request from the Publication service data and the second will compute
the aggregation.

4. Case Study: a hands-on experiment
Our case study concerns managing data from a WSN deployed at the Faculty of Agricul-
ture Engineering (FEAGRI) at UNICAMP. Sensor data are collected at an access point
installed at FEAGRI, to be processed at the Laboratory of Information Systems (LIS), at
the Institute of Computing. For this experiment, we were concerned with basically three



issues – sensors heterogeneity, data publication and processing. To create a heterogeneous
test case, we collect data from sensors sensing air humidity, light and temperature. Even
with a small amount of sensors, we had to deal with 3 types of measurement, each with
different frequency of data acquisition and units.

All the sensors send data to a local base station which is connected to a computer
that has a web service client (the Data Load service). This WS client, developed by
us, sends the measured sensor data to a server located at LIS. This WS server (Receive
Service) at LIS then stores the data in an appropriate way, and finally publishes data
through another WS (Publication Service).

For temperature measurements, our extension to FLAVOR consisted in creating
two components: TempSensorAccess and the TemperatureSensorTabularView, respec-
tively the access and the visualization components for accessing the temperature sensor
data available. Figure 4 shows an example of visualization of temperature data, using a
data table format, using these components. An alternative means of visualizing the sensor
data appears in Figure 5. This was developed using a distinct software, but using the same
underlying data stored in PostgreSQL. Such flexibility in handling data is only possible
because of our architectural choices.

Figure 4. Client visualizing Temperature sensor data in a data table.

Figure 5. Temporal Series showing another view of some of the data presented
in Figure 4.



So far we are receiving data from 5 sensors, which will be extended to 11 sen-
sors by the end of March 2010. Another network with 32 sensors will be deployed by
mid-April. There were several difficulties in deploying the first sensors, ranging from
engineering problems to defining a storage format for data. For instance, the setting up of
the communications infrastructure and the calibration of sensors took more than one year.

Web Services was one of the many solutions discussed for communication bet-
ween layers. Again, service specification and implementation was time consuming. How-
ever, once the services were running and the network was deployed, the extension of
access and visualization alternatives is proving to be relatively straightforward, because
of the architectural solution adopted.

5. Conclusions and ongoing work

This paper presented our proposal to process and visualize sensor network data. Our
approach is based on combining Web Services (to provide interoperability among sensor
networks, data servers and user applications) and components (to provide flexibility in
data preprocessing and visualization). Since OSGi was used as the component standard,
we can dynamically update an application at execution time without the need to restart the
entire application. New functionalities (components) can be added or removed without
breaking the data flow from the WSN to the data server or restart the user visualization
application. As a consequence, the features that are not involved in the update will not be
affected and the new ones can be instantaneously run.

There are many directions for continuing this work, that range from solving issues
such as detecting faulty sensors to providing users with a wide range of visualization and
filtering options.
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